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Abstract We present a novel framework for real-time
multi-perspective rendering. While most existing approaches
are based on ray-tracing, we present an alternative approach
by emulating multi-perspective rasterization on the classical
perspective graphics pipeline. To render a general multi-
perspective camera, we first decompose the camera into
piecewise linear primitive cameras called the general lin-
ear cameras or GLCs. We derive the closed-form projec-
tion equations for GLCs and show how to rasterize triangles
onto GLCs via a two-pass rendering algorithm. In the first
pass, we compute the GLC projection coefficients of each
scene triangle using a vertex shader. The linear raster on
the graphics hardware then interpolates these coefficients at
each pixel. Finally, we use these interpolated coefficients to
compute the projected pixel coordinates using a fragment
shader. In the second pass, we move the pixels to their ac-
tual projected positions. To avoid holes, we treat neighbor-
ing pixels as triangles and re-render them onto the GLC im-
age plane. We demonstrate our real-time multi-perspective
rendering framework in a wide range of applications in-
cluding synthesizing panoramic and omnidirectional views,
rendering reflections on curved mirrors, and creating multi-
perspective faux animations. Compared with the GPU-based
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ray tracing methods, our rasterization approach scales better
with scene complexity and it can render scenes with a large
number of triangles at interactive frame rates.
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1 Introduction

A perspective camera captures the spatial relationships of
objects in a scene as they appear from a single viewpoint.
In art, the use of perspective cameras is surprisingly rare:
artists, architects, and engineers regularly combine what is
seen from several viewpoints into a single image. Despite
their incongruity of view, these multi-perspective images are
able to preserve spatial coherence. They can depict, within
a single context, details of a scene that are simultaneously
inaccessible from a single view.

In Computer Graphics, image-based approaches are com-
monly used to render multi-perspective images [3, 27, 30].
Their rendering quality depends on the sampling of the
plenoptic function [1] and aliasing artifacts can be intro-
duced during initial sampling and final reconstruction. Alter-
natively, ray tracing can be used to render high quality multi-
perspective cameras. However, ray tracing is often too slow
for interactive rendering. Recently, GPU-based ray tracing
techniques [4, 19] have been developed to efficiently de-
termine ray–object intersections. However, a fundamental
problem in GPU ray tracing is that it requires random ac-
cess to a database of scene triangles, which does not fit well
with the SIMD feed-forward graphics pipeline [11].

In this paper, we present a novel rasterization frame-
work for rendering multi-perspective images in real-time. To
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Fig. 1 Our framework interactively renders a complex city scene of 15k triangles at 70 fps. A cross-slit camera is used to render the scene at an
1024 × 320 resolution

render a general multi-perspective camera, we first decom-
pose the camera into piecewise primitive multi-perspective
cameras. We use the recently proposed general linear cam-
eras (GLC) model that describes typical pinhole and ortho-
graphic cameras, as well as many commonly studied multi-
perspective cameras. We derive the closed-form projection
equations for GLCs and show how to rasterize triangles onto
the GPU via a two-pass rendering algorithm.

In the first pass, we compute the GLC projection coeffi-
cients of each scene triangle using a vertex shader. The lin-
ear raster on the graphics hardware then interpolates these
coefficients at each pixel. Finally, we use these interpolated
coefficients to compute the projected pixel coordinates us-
ing a fragment shader. In the second pass, we move these
pixels to their actual projected positions. To avoid holes, we
treat neighboring pixels as triangles and re-render them onto
the GLC image plane. We demonstrate our real-time multi-
perspective rendering framework in a wide range of applica-
tions including synthesizing panoramic and omnidirectional
views, rendering reflections on curved mirrors, and creat-
ing multi-perspective faux animations. Compared to GPU-
based ray tracing methods, our rasterization approach scales
better with scene complexity and can render highly complex
scenes with a large number of triangles at interactive frame
rates.

2 Previous work

Historically, multi-perspective images have been frequently
employed by pre-Renaissance and post-impressionist artists
to depict more than can be seen from any specific point
[29]. Escher uses highly curved projection models to gener-
ate “impossible” perspectives of a scene. Picasso and other
Cubism pioneers made effective use of rearranging differ-
ent parts of the depicted scene while maintaining their local
spatial relationships, which results in an incongruous spatial
system [8].

In Computer Graphics, multi-perspective images have
been widely used in cel-animations [27] and omnidirectional

visualizations [15, 20]. A commonly used technique for cre-
ating these images is to combine strips from different pin-
hole images. This approach, often called a strip camera, has
appeared quite often in Graphics literature. For example,
computer generated multi-perspective panoramas [27] com-
bined elements of multiple pinhole strips into a single image
using a semi-automatic image registration process. The con-
centric mosaics of [24] and [17] are another type of multi-
perspective image that is useful for exploring captured envi-
ronments.

Durand [6] suggests that specifying multi-perspective
cameras can also be an interactive process and uses them
as an example to distinguish between picture generation and
user interaction. Examples of such approaches include the
3D-based interactive rendering systems by Agrawala et al.
[3] and Hanson and Wernert [10]. Roman et al. [21, 22]
provide a semi-interactive system that uses a linear cam-
era to combine photographs into panoramas of street scenes.
Agrawala et al. [2] proposed to composite large regions of
ordinary perspective images. They reduce the degree of user
interaction by identifying the dominant plane and then use
graph cuts to minimize multi-perspective distortions.

Recently, real-time multi-perspective rendering tech-
niques have been developed based on polygonal graphics
hardware. These include techniques for supporting multiple
centers of projection in VR applications [12, 25], render-
ing general curved reflections or refractions [16, 28], and
synthesizing special panoramic effects [7, 29]. The work by
Hou et al. [11] decomposes an arbitrary multi-perspective
image into piecewise-linear multi-perspective primitives.
They then render each primitive camera by implementing a
non-linear beam-tracing using a pair of vertex and fragment
programs.

Finally, multi-perspective images have received attention
from the computer vision community for analyzing struc-
ture revealed via motion [17, 23] and generating panoramic
images with a wide field-of-view using mirrors [26]. Sev-
eral researchers have proposed alternative multi-perspective
camera models which capture rays from different points in
space. These multi-perspective cameras include pushbroom
cameras [9], which collect rays along parallel planes from
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Fig. 2 A diagram showing the pipeline of our rendering algorithm

Fig. 3 (a) A General Linear Camera is described by three generator
rays parametrized under two parallel planes (2PP). (b) We can decom-
pose a reflection image of a curved mirror into piecewise GLCs

points swept along a linear trajectory, and two-slit cameras
[31], which collect all rays passing through two lines.

3 Multi-perspective decomposition

To render an arbitrary multi-perspective camera, we first de-
compose the camera into piecewise linear primitive multi-
perspective cameras whose projection models can be easily
characterized.

3.1 General linear cameras

Our decomposition is based on the recently proposed gen-
eral linear camera or GLCs [30]. GLCs unify traditional per-
spective, orthographic, and multi-perspective cameras mod-
els such as the pushbroom and the cross-slit cameras. In
the GLC framework, every ray is parameterized by its in-
tersections with the two parallel planes, where [s, t] is the
intersection with the first and [u,v] the second, as shown in
Fig. 3(a). This parametrization is often called a two-plane
parametrization (2PP) [13]. In this paper, we further sim-
plify the analysis of [30] by substituting σ = s − u and

τ = t − v and use [σ, τ,u, v] to represent rays. We also as-
sume the default uv plane is the default image plane and is
at z = 0 while st plane is at z = 1.

A GLC is defined as the affine combination of three rays:

GLC = {
r : r = α · [σ1, τ1, u1, v1] + β · [σ2, τ2, u2, v2]

+ (1 − α − β) · [σ3, τ3, u3, v3],∀α,β
}
. (1)

We treat the problem of multi-perspective rendering as
one of specifying the set of rays collected by the camera.
Yu and McMillan [29] have shown that these GLC cam-
eras, when constrained by an appropriate set of rules, can
be laid out on the image plane, thereby generating arbitrary
multi-perspective renderings. In fact, to a first order, the
GLC-based framework can describe any multi-perspective
image that is consistent with a smoothly varying set of
rays. In Sect. 5.1, we demonstrate rendering 180 or 360
degree panoramas by stitching piecewise cross-slit GLCs.
In Sect. 5.3, we show, by dynamically composing a multi-
perspective camera from smoothly varying specific GLCs,
that it is also possible to create faux animations from static
models.

GLCs can also be used to render reflections on arbitrar-
ily curved mirrors (Sect. 5.2). Given a mirror surface rep-
resented as a triangle mesh, we can associate the reflection
ray with each vertex so that each triangle corresponds to a
ray triplet, as shown in Fig. 3(b). We then specify the uv

parametrization plane for each ray triplet as the plane of the
triangle itself and render each GLC individually. Finally, we
can compose multiple GLC images into a single reflection
image.

Next, we derive the GLC projection equation. To further
simplify our analysis, we assume the uv plane is the im-
age plane of the GLC. We also assume the three generators
have the form [σ1, τ1,0,0], [σ2, τ2,1,0], and [σ3, τ3,0,1],
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Fig. 4 (a) Projecting a point P to a ray in the GLC. (b) The projection
of P can be computed using the affine coordinate on the sweeping plane
Πz

i.e., these three generator rays originate from pixels [0,0],
[1,0], and [0,1], respectively. Under these three generator
rays, every ray r in the GLC can be written as the following
affine combination:

r[σ, τ,u, v] = (1 − α − β) · [σ1, τ1,0,0]
+ α · [σ2, τ2,1,0] + β · [σ3, τ3,0,1]. (2)

It is easy to see that α = u and β = v under this simplifi-
cation. Therefore, computing the affine coefficients of r is
equivalent to projecting r onto the image plane.

To compute the projection of a 3D point P(x, y, z) in
the GLC, we sweep a plane Πz parallel to the uv plane and
passing through Ṗ . The three generator rays will intersect
Πz at Ṫ1, Ṫ2, Ṫ3, where

Ṫ1 = (0,0,0) + z · (σ1, τ1,1) = (σ1z, τ1z, z),

Ṫ2 = (1,0,0) + z · (σ2, τ2,1) = (σ2z + 1, τ2z, z), (3)

Ṫ3 = (0,1,0) + z · (σ3, τ3,1) = (σ3z, τ3z + 1, z).

Our goal is to compute the affine combination [α,β] of
the three generator rays that pass through P . Notice, the
same affine coefficients should apply to point P with respect
to triangle �Ṫ1Ṫ2Ṫ3, i.e.,

Ṗ = (1 − α − β) · Ṫ1 + α · Ṫ2 + β · Ṫ3. (4)

Recall that [α,β] can be computed using the ratio of
the signed areas formed by triangle �Ṫ1Ṗ Ṫ3, �Ṫ1Ṫ2Ṗ over
�Ṫ1Ṫ2Ṫ3 as shown in Fig. 4(b); we have

u = �Ṫ1Ṗ Ṫ3

�Ṫ1Ṫ2Ṫ3
=

∣∣∣
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. (5)

For GLC-based decompositions, the smoothness is guar-
anteed if all cameras are parameterized under the same
2PP. However, when GLCs are used to model more com-
plicated phenomenons such as reflections, it is common
practice to use different parametrization planes (e.g., local
tangent planes), for minimizing the approximation errors.
Therefore, the projection continuity for two adjacent GLCs
is not guaranteed in a general configuration [18]. In [11],
Hou et al. proposed a similar multi-perspective camera de-
composition scheme. Their approach used the normalized
vector [nx,ny, nz] to represent the ray direction instead of
the 2PP. Their parametrization naturally maintains smooth-
ness across the camera boundaries. However, their projec-
tion equation is more complicated and it may have multiple
(up to 4) solutions, and hence, additional steps are needed to
determine the actual solution. Popescu et al. [18] extended
GLCs to a continuous form, but at the cost of a cubic projec-
tion equation. For multi-perspective rasterization, the linear
projection not only has the advantage of simpler computa-
tion, but also the more important advantage of single projec-
tion.

4 Multi-perspective rasterization

Our goal is to emulate GLC-based triangle rasterization on
the perspective camera graphics pipeline. In this section, we
first briefly review the perspective-camera based linear ras-
terization and then identify the difficulty in implementing
GLC rasterization. Finally, we present a simple and efficient
technique for emulating GLC rasterization on the GPU.

4.1 Linear rasterization

In a perspective camera, 3D lines project to 2D lines via
perspective projection. Therefore, to render a triangle, we
can simply first project the vertices of the triangle onto the
image plane of the camera and then linearly interpolate the
pixels between the projected vertices. Therefore, the raster
on the graphics hardware serves simply as a linear interpola-
tion engine. In contrast, a triangle maps to a curved triangle
in a multi-perspective camera. Thus, the linear raster cannot
be directly used to rasterize the triangles.

Modern graphics hardware has been focused on adding
programmable shading to their capabilities, to allow each
vertex or pixel be processed by a short program [5, 14]. For
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example, it is easy to write simple vertex and fragment pro-
grams to support Phong shading using per-pixel-based light-
ing, surface normal and positions. However, very little effort
has been made to change the linear raster. In fact, rasteri-
zation of curved triangle still remains an open problem in
computer graphics.

4.2 Emulating GLC rasterization

We present a simple and efficient GLC rasterization scheme
on the GPU. Our goal is to use the raster to interpolate the
linear components in the GLC projection equation and rely
on the fragment shader to conduct the nonlinear operations.

Recall that both the numerator and the denominator in the
GLC projection equation (5) can be written as the determi-
nant of matrices. Furthermore, all entries in the two matrices
are linear in the x, y, and z coordinates of 3D points. There-
fore, we can linearly interpolate these projection coordinates
within the triangle. Specifically, to render each scene trian-
gle, we first compute the per-vertex-based projection coef-
ficients (i.e., each entry in the numerator and denominator
matrices) using a vertex shader. The raster then interpolates
these coefficients. On the fragment shader, we then com-
pute the projected pixel coordinates using the GLC projec-
tion equation and store them in a source texture S. Next, we
need to move these pixels from S to their actual projected
positions in the GLC image T . A simple solution is to map
each pixel in S to a pixel in T . However, this simple map-
ping will introduce holes in the target GLC image, i.e., some
pixels in T may not correspond to any pixels in S due to
discretization. To resolve this problem, we treat every three
neighboring pixels in S as a triangle and re-render these tri-
angles onto T . Similar to frustum culling for perspective
cameras, we also discard triangles that lie completely out-
side the image plane in the second pass. Fig. 2 shows the
complete pipeline of our approach.

To maintain correct depth ordering, we also compute per-
pixel ray depth. Specifically, once we compute the projected
pixel coordinate [u,v] of a 3D point P(x, y, z) in the GLC,
we calculate the ray depth dP as ‖(x − u)2 + (y − v)2 +
z2‖1/2. This step can be efficiently combined with the GLC
projection at the end of the first pass in the same fragment
shader. When we re-rasterize the triangles from S to T in the
second pass, we simply use z-buffer to resolve the visibility
problem.

4.3 GLC projection equation

To render the complete 3D scene, it is important that we
rasterize each scene triangle without overlapping in the first
pass. We benefit from the large texture memory size on
commodity graphics card. In our experiment, we use up
to 1K × 1K textures and each scene triangle is set to have
10×10 image resolution. This allows us to interactively ren-
der complex scenes with over 10K triangles.

4.4 Results

We have implemented our algorithm using DirectX 9.0c
with Shader model 3.0. All experiments are recorded on a
PC with 2.13 GHz intel Core2 Duo CPU, 2 GB memory,
and an NVidia 8800 GTX graphics card. Figure 10 summa-
rizes the performance data. The computational overhead in
our GLC rasterization pipeline is comparable to the classical
perspective rendering. This is because to render a pinhole
camera, all scene vertices need to be transformed via per-
spective transformation and tested for view frusturm culling
whereas our GLC rasterization scheme separates the pro-
jection and culling in two separate passes. Our approach,
however, will incur larger overhead due to context switch-
ing between the two passes. When rendering cameras using
a single or a small number of GLCs, the overhead caused
by context switching is negligible and our algorithm scales
linearly with the resolution used to render each scene trian-
gle. However, when rendering a large number of GLCs, this
overhead can severely affect the performance of our algo-
rithm (Sect. 6).

In Fig. 5, we render a cross-slit camera and compare
the rendering result with ray tracing. We have modified the
PovRay ray-tracer to support all types of GLCs. Our test
scene consists of geometric primitives like spheres, cylin-
ders, and boxes. We discretize the sphere by 260 triangles,
the cylinder by 40 triangles, and the box by 12 triangles. In
Fig. 5(b), we set the scene triangle resolution to be 5 × 5
pixels and we observe slight polygonization artifacts on the
ground plane. However, since we re-render the projected
pixels as triangles in the second pass, the final rendering
does not contain holes. Furthermore, as we increase the reso-
lution for rasterizing the scene triangles, the polygonization
artifacts disappear.

5 Applications

5.1 Multi-perspective panoramas

Multi-perspective panoramas attempt to combine a series of
views into a single image that is viewed in pieces. One way
to construct multi-perspective panoramas is to stitch GLCs
together. In Fig. 7(a), we approximate a circular cross-slit
panorama [31] by stitching piecewise linear cross-slit GLCs.
Specifically, all these GLCs share a common slit that passes
through the center of the circle. We then discretize the circle
using a sequence of slit segments. In Fig. 6(b), we render a
360 degree view of a cow model of 5800 triangles. We are
able to fuse both the head and the tail of the cow into a single
multi-perspective image. Our system renders at 47 fps and
we can interactively rotate the cow as shown in the supple-
mentary video.
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Fig. 5 (a) Rendering a cross-slit camera using ray tracing. (b)–(d)
show the rendering result of our approach using 5 × 5 (b), 10 × 10 (c),
and 20 × 20 (d) rasterization resolution for scene triangles. Notice at

a low rasterization resolution, polygonization artifacts can occur in the
final rendering (e.g., the ground plane in (b))

Fig. 6 Real-time rendering of 360 degree panoramas using GLC rasterization. (a) A perspective image of a cow model that consists of 5800
triangles. (b) Our panoramic rendering of the cow model at 47 fps at an 800 × 600 resolution

In Fig. 7, we render an omnidirectional view of a teapot
model that consists of 14k triangles at 32 fps at a 800 × 600
resolution, reminiscent of an MCOP image [20]. The classi-
cal pinhole camera 7(b) cannot simultaneously illustrate the
nose and the handle of the teapot. Using multi-perspective
rendering, we can fuse both the nose and the handle in a
single image 7(c) while maintaining low image distortions.
Figure 7(d) shows the top view of the teapot.

5.2 Real-time reflection

A special class of multi-perspective images are reflections
on curved mirrors. To render reflections, we reuse the de-
fault triangulation of the reflector and compute per-vertex
reflection rays. We then treat each individual triangle as a
GLC and use the triangle plane as the parametrization plane
of the GLC. Finally, we render each GLC separately and
stitch them to generate the final reflection image.

In Fig. 8, we render reflections from a mirror sphere.
The butterfly scene contains 1100 triangles. We tessellate
the sphere with 960 GLC triangles and render each GLC at

a 256 × 256 resolution. We set each scene triangle to be ras-
terized at a 6 × 6 resolution. Our approach is able to render
at 10 fps and the reflections appear highly smooth.

Since our algorithm uses two passes to render each GLC,
context switching between each pass can introduce addi-
tional overhead. In particular, with very fine triangulation
of the reflector (∼1K triangles), our algorithm is slower than
the GPU ray-tracing approach [11] where scene triangle pro-
jection and ray tracing are combined in a single pass. The
main advantage of our approach over ray tracing is that it
scales well with scene complexity whereas the performance
of GPU ray-tracing can significantly decrease when render-
ing thousands of triangles.

5.3 Multi-perspective faux-animation

Finally, it is possible to use multi-perspective rendering
to create fake or faux-animations from static models by
dynamically constructing the multi-perspective images. In
Fig. 9, we show three frames from a synthesized animation.
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Fig. 7 (a) We construct the multi-perspective panorama by stitching a
sequence of cross-slit cameras. (b) shows a perspective view of the
teapot. (b) shows a 270 degree view of the teapot. Notice the CGI

textures near the handle and side can be simultaneously seen in the
panorama. (d) shows a top-down view of the teapot. Our system ren-
ders at 32 fps at an 800 × 600 resolution

Fig. 8 Rendering reflections using the GLC rasterization framework. We decompose the mirror sphere into 960 triangles, each corresponding to
a GLC. (a) We render the sphere in a butterfly scene at 10 fps. The rendering results (b) are highly smooth. (c) shows a close-up view of (b)

Fig. 9 (a) shows a perspective view of the cow model. (b), (c) Multi-perspective renderings were used to turn the head quarters of the cow in a
fake animation

We first construct a multi-perspective camera composed of
two GLCs. The first GLC, a cross-slit camera, captures the
torso and the tail of the cow model. The second cross-slit
GLC hinges on the first one and can rotate towards or away
from the head of the cow. As we rotate the second camera,

we are able to synthesize realistic head rotations of the cow
model while maintaining continuity across the two GLC
cameras. Zomet [31] used similar approach by using single
cross-slit camera to achieve rotation effects from a sequence
of images.
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Fig. 10 The performance of our algorithm in reflection rendering.
(a) We fix the number of the scene triangles and each triangle’s ras-
terization resolution while changing the number of GLCs used to ap-

proximate the mirror sphere and each GLC’s image resolution. (b) We
fix the number of GLCs and the GLC image resolution while changing
the scene complexity and each scene triangle’s rasterization resolution

6 Discussions and future work

Our GLC-rasterization framework has several advantages.
First, our method is very easy to implement: the mapping
from a 3D point to its image in the GLC is unique and
can be directly computed on the GPU whereas other multi-
perspective cameras such as the ones used in [11] require
solving higher-order polynomial equations and selecting the
proper solution. Second, since we use rasterization in place
of ray tracing, the performance is expected to ride in pro-
portion with advances in commodity graphics hardware. Fi-
nally, our framework will naturally support fully dynamic
scenes since it does not rely on acceleration data structures
commonly used for ray tracing.

The main limitation of our framework is that it does not
scale well with the number of the GLCs. In our experiments,
we find that this is caused by context switching between
the two passes. When rendering multi-perspective cameras
composed of a large number of GLCs, the overhead due
to context switching can significantly decrease the overall
performance of our algorithm. Although the ray-tracing ap-
proach [11] also used multi-perspective decomposition and
stitching, it is not an issue for their method as the authors
combined the bounding triangle computation and ray trac-
ing in a single pass. In the future, we plan to investigate
how to combine the ray-tracing and rasterization methods
into a single framework to handle both complex scenes and
complex camera compositions. It may also be possible to
combine our technique with existing GPU-based algorithms
for rendering more sophisticated visual phenomenons such
as glossy reflections, refractions and caustics under subscat-
tering. Finally, we will explore efficient methods to extend
the GLCs to support both linear projection and projection
continuity.

We envision our proposed multi-perspective rendering
framework will serve as conceptual inspiration for designing
new graphics hardware. Specifically, we anticipate that our
framework would motivate the hardware community to de-
velop nonlinear rasterization units to support general multi-
perspective rendering. Notice that any multi-perspective

camera can be locally approximated by the GLCs. There-
fore, if the rasterization unit can support the GLC projection
model (i.e., quadratic rational functions), it may be used to
directly render arbitrary multi-perspective effects.
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