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Bank Transactions, 
Finanical Statistics

Historical Sports Statistics,
College Transcripts

Live video streams, On-line 
shared documents, 
Message Feeds 

Archived YouTube videos, 
Warehoused medical data
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Input data: A large file

Machine 1

Chunk1 of input data

Machine 2

Chunk2 of input data

Machine 3

Chunk3 of input data

Chunk4 of input data Chunk5 of input data Chunk6 of input data

E.g., Chunks 1, 5, and 3 can be queried in parallel



 



Although you use 6 processors you do not
 get a speedup more than 2 times!
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Process 2

Process 3

Process 4

Serial

Parallel

1. Parallel Speed-up: The "Ideal" Case (2.5x)

Cannot be parallelized

Can be parallelized

20 80

20 20
Process 1

Process 2

Process 3

Process 4

Serial

Parallel

2. Parallel Speed-up: Actual Case (~2X)

Cannot be parallelized

Can be parallelized

Load Unbalance

Communication overhead



Input data: A large file

Machine 1
Chunk1 of input data

Machine 2
Chunk2 of input data

Machine 3
Chunk3 of input data

Chunk4 of input data Chunk5 of input data Chunk6 of input data

Chunk3 of input data Chunk6 of input data

Chunk2 of input data

Chunk2 of input data

Chunk1 of input data Chunk4 of input data



Main Server

Replicated Servers
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Bal=1000 Bal=1000

Replicated Database

Event 1 = Add $1000 Event 2 = Add interest of 5%

Bal=2000

1 2

Bal=10503 Bal=20504Bal=2100







▪ The limitations of distributed databases can be 
described in the so called the CAP theorem

▪ Consistency: every node always sees the same data at 
any given instance (i.e., strict consistency)

▪ Availability: continues to operate, even if nodes in a 
cluster crash, or some hardware or software parts are 
down due to upgrades

▪ Partition Tolerance: continues to operate in the 
presence of network partitions (breaks in connectivity)

CAP theorem: any distributed database with shared data, can have 
at most two of the three desirable properties, C, A or P
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Strict Consistency

Generally hard to implement, 
and reduces performance

Loose Consistency

Easier to implement, and 
can be high performance

Performance is measured in throughput (how many transactions per second 
the system can mange) and latency (how long you have to wait)
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Webpage-A

Event: Update 
Webpage-AWebpage-A

Webpage-A
Webpage-A

Webpage-A

Webpage-A

Webpage-A

Webpage-A

Webpage-A
Webpage-A

Webpage-A

Webpage-A
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NoSQL Databases

Document 
Stores

Graph 
Databases

Key-Value 
Stores

Columnar 
Databases





–
–





Alice

Bob

Carol

42

35

25

NC

CA

CA

Alice Bob Carol

42 35 25

NC CA CA

Alice Bob Carol

42 NC 35 CA 25 CA



●

●
●
●

●

●

●


