AmMDANHL's LAaw

(A.K.A WHERE TO SPEND YOUR EFFORTS WHEN IMPROVING PERFORMANCE)

_ +a££ec¢ed
improved - unat-fFected

speeduP

Example-.
'Suppose a program runs in 100 seconds on a machine, where
muIJriP\iec; are executed 80% of the time. How much do we need to

improve the c;Peed of multiplication it we want the program to run

4 times faster? 25 = 80/r + 20, r = Ibx

How about maoking it 5 times fFaster?
20 = 80/r + 20, r = 27?2
Principle: Focus on making the most common case fast
Amdahl's Law applies equally to H/W and s/Wi
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EXAMPLE i

Suppose we erhance a machine by making all PIoaJrina—PoinJr instructions run 5
times faster. I the execution time of some benchmark before the
P|oa+ina—Poin+ enhancement is 10 seconds, what will the speedup be it only 50%
ok the I0 seconds is spent executing P|oa+inﬁ—|ooin+ instructions?

G=5/5+5 Relative Perf = 10/6 = 167 %

Marketing is looking for a benchmark to show off the new Hoaﬁha—Poil’ﬁ unit
described dbove, and wants the overall benchmark to show at least a
speedup of 3. What percentage of the execution time would PIoaJrina—PoinJr
instructions have to be to account in order to yield our desired speedup on
this benchmark?

3333 = p/5 + (00 - p) = 100 - 4p/5 p = 8333
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REMEMBER

e When Per'Por'mance is speciF-ic to a particular program
0 Total execution time is a consistent summary of Per?ormance
® For a gven architecture Per'Por'mance comes From:

) ihcreases in clock rate (without adverse CPI afFfects)
2) improvemen’rc; iN processor oraanizaﬁon that lower CPI

3) comPiIer' enhancements that lower CPI and/or instruction count

o Pitfal: Advertized improvements in one aspect of a machine’s
Per?ormance afFfFect the total Per@ormance

® You cant believe everything you read So read careﬁully!
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PIPELINING

Now that's what I
call dirty laundry

it's ime o wash some

Almost Thanksgiving.. maybe
clothes.
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THE GOAL OF PIPELINING

e Recal our measure of processor PerPormar\ce

Milions of Instructions per Second Frequency in Hz
/ | clocks / secor\d/
MIPS = —

10¢ clocks / instruction

|

CPI (Aver'age Clocks Per Instruction)

e How can we turn up the clock rate?
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GOAL OF PIPELINING

INPUT
dir‘+y laundr‘\/

Ve

OUTPUT:
4 more weeks

/15 /2017

Comp 41 - Fall 2017

Device: Washer
Function: Fil, Aai’ra’re, SPin

Washerpp = 30 mihs

Device: Dr'yer'
Function: Heat, Spin

Dr'yevr'IDD = GO mins



ONE Load AT A TIME

Everyone khows that the real Step 1:

4=\

reason that UNC students put ofl 7_
doing laundr‘y so long is Xnot*

because +hey Procra9+ina+e, are E—

lazy, or even have better +hingc;

to do. Step 2:

The Fact is, oloir\a Iaundry one load

ot a time is hot smart.

(sorry Mom, but you were wrong

about this onel) Total = Washer,, + Dryer,,

= 90 mins
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Done N Loabs oF LAVNDRY

Here's how they do laundry at Step 1:
Duke, the ‘combinational way.

(Ac+ually, this is just an urban Step 2:
leaend. No one at Duke actudlly

does Iaundry. The butler's all

arrive on Wednesday morrnin Step 3:
pick up the dir'+y laundr'y ano?

return it al pressed and

starched by dinner) Step 4:

%\"ﬁ% Total = N*(Washer,, + Dryer,)
= *x
é = N™90 mins

g

s
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Dolns N Loabs... THE VNC waYy

UNC students 'pipeline’ Step 1: ﬁ
the Iaundry process.

B

Step 2:

That's why we wait!

AchualIy, it's more lke N*GO + 30 ceo
it we account For the 6+ar'+up
tronsient correctly. When doinﬂ
Pipeline analysis, we're mo«;+ly x
interested in the 'steady state' Total = N * Max(Washer,,, Dryer,.)
where we assume we have an
inFinite supply of inputs.

N*60 mins
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RECALL OUR PERFORMANCE MEASURES ||

La+ency-.
The delay From when an input is established until the output
associated with that input becomes valid.

(Duke l_aundr‘y = 90—————— mih';éssuming that the wash is

_ .__atarted as soon as
(UNC Laur\dr‘y - 120 mﬂggossible and waits (wet)

in the washer unti alr'yer'
T1nrou3h|9u+: is available.

The rate of which inputs or outputs are Pr'ocesseal.

Even though
(Duke l_aur\dry = _ 1755 ———— ou+Pu+9/min) r:ei:ccyre;se
( UNC I_aur\dr'y = outputs/ min) 2 takes less
1/60 “ “time per load
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OkAY, Back T6 CIRCVITS...

T F For combinational logic:
15 la+ency = +pv
B 7 H throu InPu+ = I/t |
X 25 PX) We can’? get the apl%wer Foster,
{ & but are we making effective use

ofF our hardware at adl times?

15 20 45

XXX

w W w

XXX

\ }
v
F & G are 'ide" just ho\dina their outputs
stable while H PerPorms its computation
/s /2017 Comp 41 - Fall 2017




PIPELINED CIRCVITS

use registers o hold H's input stablel

1 HF
X H H- Py
g H-

Yy VY
L

\

Now F & G con be working on input X
while H is PerPorminﬂ its computation on
X. We've created a 2-stage pipeline -

i we have a vald input X dur‘ir\ﬂ clock
cycle j P(X) is valid dur'inﬂ clock j+2.

suppose F, G, H have propagation delayc; of I5, 20, 25 ns
ond we are using ideal zero elay registers (+9 = 0, JrP ;= O

la

rehey throughput

unpipelined

2.-9+age Pipeline

45 7 1/ 15' Pipe!hing uses
registers to

50 1/25 improve the

worse\ __ better\ , thrroughput of

combinational

¥
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PIPELINE DIAGRAMS

Al Clockeycle - g
X zlg ‘I]_‘ PX) T\ 7\ N\ T\ / any instant we are
G 4]F i i+1 i+2 i+3 ';u;g;zwns
20
A

8 IanIt X Xi+ Xi+2 Xi+3 7

o i 1

8

2 F Reg F(X) | F(X.,,)[F(X.,,)

c

E G Reg G(Xl) G(Xi+1) G(Xi+2)

=

Y HReg H(X) [H(X,,,) | H(X,,)

A pipeline cﬁagram i5 just a depiction of what inputs are being processed durhg a given clock
period The results associated with a particular set of input data move diagonally through the
aﬁagram, progressing through one pipeline stage on each clock cycle.
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PIPELINE CONVENTIONS

DEFINITION:
A K-Stage Pipeline ( 'K-pipeline") is an acyclic circuit having exactly K
registers on every path From an input to an output.

A COMBINATIONAL CIRCUIT is thus a O—9+aae pipeline.
CONVENTION:
Every Pipelir\e 9+aae, hence every K—S+aae Pipelir\e, has a r'eﬁi9+er'
on its ouTPUTS (a5 oPPosed to, al’rernaﬁvely, its inPu+9).
ALWAYS:
The CLOCK common to all registers *mustt have a Perioal
sufFicient to dlow for the Propaﬁaﬁon delays of all combinational
PaJrhc; PLUS (inPqu) r'eaic;Jrer"c; +PD PLUS (ou’rpu’r) reais’rer"c; + S

The LATENCY of a K-pipeline is K times the period oF the clock
commohn to all r'egisi'er's.

The THROUGHPUT of a K-pipeline is the Pr'equency of the clock.
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P‘ PELINING SUMMA'QY |

Aclvan+age9=
- Hiaher +hr'oua|n|9u+ than combinational 9y6+em

- Different ParJrs ofF the Iogic work. on different ParJrs of
the Prololem..

Disaalvarﬂaaee:
- Grener'ally, increases la+er\cy

- Orly os aooal as the *weakestt link
(often caled the Pipeline’s BOTTLENECK)

This bottleneck

\‘ is the only
problem

lsn't there a way around this "weak. link" problem?
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How VNC STUDENTS REALLY b6 Lavupey? |||

They work around the botteneck.

First, they find a place with twice
as moany dryercs as washers.

Throughput = _ =072 loads/min

Latency = 2= _ mins/\load
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CIRCVIT INTERLEAVING

One way to overcome a Pipeline
bottleneck is to r'ePIica+e Hhe

critical element as many times as
needed and alternate inputs
between the various copies.

N—way in+er'leavina is equivalen’r to
how many Pipe\ine S+aaes? ,_,_N‘,‘

N—Way
interieave
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La+ency = 2 clocks



BETTER YET... PARALLELISM

/15 /2017

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

EEIolo)olo)

EEA- --

= = 1 = N

=EFE =R o
[ S, |

I L= |

L |
[=eee o]
L=\

@@@@

. I “.‘

E 4
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We canh combine in+er'|eavina
and pipelining with parallelism

La+ency - 90 min
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o
3
o
D
A
A
w
&

I

A CPU is a diﬂiJral circuit like any

eeeee

other. Thus, we should be able to
Pipeline it to inhcrease its +hrouah|9u+.

However, there are a few tricky

lssues.

e It direody hos registers that get
updated on each clock
(register Fie, PSR, and PC)

o i has feedback, the ALU or
Data Memory outputs are routed
bock to the register File
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V —— "_';%‘%x
- W =
= PC SSSSSS:Imm[23:0]:00 il } i
I | -
Y Y V¥ V¥ 111]1
har \ Add / \*4 | —
Instruction [
BX
Memory 2 e
Data 522:5
Reset and Interrupt Logic 1
Rd[15:12]
Rs[11:8]
Rm[3:0]
RN[19:16] l TTTTT
Btype, ¢ o
vy aqq7 B> RrRA RB RC voe
Rd[15:12] ’; wa 4-port
Cond[31:28] H H
— werr ||, REGister file wo !
. dec DA DB DC
OpCOde[24'23] Cond StrData
Shift[11:7] BXreg <€—
[4]
JImm[11:0] Imm[7:0] »
|2 24 x0' Shift[11:8]
|2%:>__Itype
|25
|2 20 x "0 X
|2g3:>__Dtype
|25 \(
Opcode
[24:21] Rot/Asr/Rgt
i Func Sub/Rsb
LA[6:5] dec Math
NZCV R T‘vpe7/0__1\
A A
S[20] C%—EN
L7 Ttype
Y lzajD— P PSR \(
| Addr
lzs Ttype Data
| Wr
““““ Gﬁj Memory
'24@BXinst
%
In



Owvr 60AL

A simple 3«;+aae pipeline:

Fetch:

Instruction memory access
Decode:

Decode instructions

Read register operands

Execute:
ALU oPer‘aJrior\
Write-back reﬂic;Jrer
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Decode

Execute
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How INSTRVCTIONS FLOW

Consider the Po\\owir\@ instruction sequence:

Proaress in a +hree—s+aﬂe Pipeline

Once kiled, at every clock there sub  r1.r1,r2
are 3 instructions at various GJmaec; add r2,r2,#2
£ " and ro, ro, #1
O eXxecurtion. cmp r1,r2
Time (in clock cycles)
i i+1 i+2 i+3 i+4 i+5
w|  Fetch subr1,r1,r2 | add r2,r2,#2 andr0,r0,#1 | cmp r1,r2
.E.
% Decode subr1,r1,r2 ' addr2,r2#2 andr0,r0,#1 | cmpr1,r2
)
\7 Execute subr1,r1,r2 | addr2,r2,#2 | and rO,rO,#1  cmpri,r2
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Y
rosafo PC $5555S:Imm([23:0]:00
NEXT TIME —
Add +
Instruction \—n/ \_I_/
- - - Reset Data E;)E::t
® Three Plpehne realerer'c; g 1

on every ola+a|90\+h T
] ] Rm[3:f)1]6 -
From the instruction Rl L ‘%7

Btype,

2. “14” _5 P> RA RB RC Btype
’ Can it be Rd[15:12] . wa 4-port
memory's output o o cnsian =5 | Register file vol<] |
. . Opcode[24:23] | %° DA DB DC
to the register Fie's ot L R

[4]

write data port.

Imm[11:0] Tmm{7:0]
24 x 07 Shift[11:8] “0"]
? ‘ Itype Itype Itype
Fetch Dtype
e How much Faster- 1y g i,
ec

E ?nest Dtype Dtype.
|
Decode [Decode] [Decode| PDecode]
y
Opcode * \/ Shit
[24:21] Rot/Asr/Rgt ALU
i Func Sub/Rsb
LA[6:5] dec Math
NzZCV R TWPe7/0__1\
) A A
>
S[20] EN
StrData PSR v
V7 e
Data,, Data,,

Data
[ Wr
cord HD Memory
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