TEEE St FORMAT (FROM LAST TIME) |

N_— This is effectively a The 1is hidden

. - . . . because i
® Single precision Format /8 sl et oy
2 “hidden” 1. information
after th
. e e number is
S| Exponent Significand | o zed"
C A I ]
\ L’

|
1 & 8 23

The exponent is —

represented in bias g S . . Expohent-127
129 notation. Why? h V = ..1 X 1'slgnl.ﬁcand X 2 XP e

O ExamPI8: 52.25 = @@11@1@@.@1@@@@@@2
Normalize: 901.1010001000000. x 2°

(27+5) //// ///Q

0 10000700 10100010000000000000000
0100 0010 0101 BBO1 BOOO VOO BBOO BBOO
52 .25 = 0x42510000
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JEEE St LiMITS AND FEATURES

o Slna\e Precic;ion limitations

o A little more than 7 decimal diﬂiJrs ofF precision

o Minimum positive hormalized value: ~118 x 1077

o Maximum positive normalized value: ~3.4 x 107

® |haccuracies become evident after multiple single

Precic;ior\ oper'aJrions

e Double precision Format

S Exponent Significand J
" D
1 11 52
v = -1° x 1.5ignificand x 257°"e"10%°
08/30/2.017 Comp 4l - Fall 2017
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IEEE ?S% SPeciAal NVMBERS

® /ero - +0
A P\oaﬁna point number is considered zero when its exponent and

Giar\iﬁcand are both zero. This is an exception to our "nidden 1"

1Ll

—

hormalization trick. There are also a positive and neaaﬁve zeros.

S

000 0000 O

000 0000 0000 0000 0000 0000

° |nPini+y - 400

A Qloaﬁna point humber with a maximum exponent (all ones) is
cohsidered inPinier which can also be positive or negative.

S

111 1111 1

000 0000 0000 0000 0000 0000

e Not a Number - NaN for +0/+0, +%/+, ‘Oﬁ(‘4’2), etc.

S

111 1111 1

non-zero

08/30/2.017
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BITS YOV ¢cAN SEE

The smadllest element of a visual display is caled a 'pixel’. Pixels have

three indepenolerﬁ' color components that generate most ofF the

Per'ceivable color range.

o \Nhy three and what are they ‘w

1

e How are they represerﬁed in -
A computer? ﬂ:

e First let's discuss this notion ;:;

of Perceivable

08/30/2.017

W

4
i
1
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i
Il!
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IT STARTS WITH THE EYE

® The photosensitive part o the eye is called
the retina.

® The retina is largely composed of two
cell types, caled rods and cones.

o Cones are responsible for color perception _

e Cones are most dense within the fovea.

® There are three types ot cores,
referred to as S, M, and L whose
spectral c;encsiJriviJr\/ varies with wavelenﬂJrh.
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WHy WE SEE 1N CcOLOR

® Pure spectral colors simulate dll
cohes to some extent.

o Mixir\ﬂ multiple colors can stimulate
the cones to respond in a way that
s indistinguishable From a pure color.

® Perceptudly identical sensations are

caled metamers.

® This dllows us to use ju«;Jr three colors

to aener'aJre all others.

08/30/2017 ComP 41 - Fall 2017

normalized cone sensitivities

445 540 545

400 500 600 700

Pure Spectural Mixed-spectra
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® Eoach pixel is stored as

three Primary Par+¢:~

® Red green and blue
® Usudlly around 8-bits Eramebuffer %%%%%

per channel %%%%%
® Pixels can have individual e

R.GB componer\Jrc:» or

they can be stored indirecﬂy

via a "Iook—up table'

Display

Framebuffer =S

3 - 8-bit unsi@necl binary integers (0,255)
- - e e Culur Map

e e s e s s or Lookup Table

3 - Fixed point 8-bit values (0-1.0)

08/30/2017 ComP 41 - Fall 2017



COLOR SPECIFICATIONS

Web colors:

Name Hex Decimal Integer Fractional
Orange #FFA500 (255, 165, 0) (1.0,0.65, 0.0)
Sky Blue #87CEEB (135, 206, 235) (0.52,0.80, 0.92)
Thistle #D8BFDS8 (216, 191, 216) (0.84,0.75, 0.84)

Colors are stored as bir\ar'y too. You'll commonly see them
in Hex, decimal, and Fractional formats.
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p—_ %
SUMMARY 1]

—

e ALL modern computers represent signed integers
using a two's-complement representation

® Two's-complement representations eliminate the need
For separate addition and subtraction units

e Addition is identical using either unsi@ned and
two's-complement humbers

® Finite representations of numbers on computers leads
to anomalies

® Floating point numbers have separate Fractional and
exponent components.

08/30/2017 Comp 4l - Fall 2017 9



p—_ %
BEMNIND THE CURTAIN L]

—

. Computer orﬂanizaﬁon
2. Computer Instructions
3. Memory concepts

4. Where should code 907

5 ComPquers as 9y9+emc5

Friday I labl (9:00-10:45)
Wil be posted online by
5pm Thur‘salay
Do Prelab before.

' Problem set next Wed

08/30/2017 ComP 41 - Fall 2017 10



P\
COMPUTERS EVERYWMHERE L[]

The computers we're used to

o Degk+oPg
® | aptops_

® Toblets

® Embedded processors
Cars &

Liﬁth bulbs
Mobile phones

O O O O

Toasters, irons, wristwatches, happy—meal +oy9

08/30/2017 ComP 41 - Fall 2017 1



COMPUTER ORGANIZATION

CPU
/0 <« (Central | Memory
(Input/Output) Processing
Unit)
Where bits arrive from Where bits are processed Where bits are stored

and are sent to

Every computer has at least three basic units

- Input/Output

. where data arrives from the outside world

.- where data is sent to the outside world

- where data is archived for the long term (ie. when the lights go out)
- Memory

- where data is stored (numbers, text, lists, arrays, data structures)
- Central Processing unit

- where data is monipulated, analyzeol, etc.

08/30/2-07 Comp 41 - Fall 2017 12



COMPUTER ORGANIZATION (CONT)

keyboard adder 01001010

hard drive <  shifter <= 10001001

display logic 11100000
/0 CPU Memory

Proper‘ﬁes of units
- Ir\Pu+/Ou+Pu+

. converts symlaols to bits and vice versa
- where the andlog ‘real world' meets the diﬁiJral "comPquer world"
- must somehow s\/nchror\ize to the CPU's clock

- Memory

- stores bits in ‘addressable’ units, such as bytes or words

- every unit of memory has an "address' ond ‘contents', like a mailbox
- Central Processing unit

. besides processing it also coordinates data’'s movements between units
08/30/2.017 Comp 4 - Fall 2017



WHAT SORT OF "PrOCESSING”

A CPU PerPorms low-level operations caled INSTRUCTIONS
Arithmetic
- ADD X to Y then Pu+ the result N Z
- SUBTRACT X From Y then put the result back in ¥
Loaical

- Set Z to I iF X AND Y are |, otherwise set Z to O
(AND X with Y then put the result in 2)

- SetZ tolifF X OR Y are |, otherwise set Z to O
(OR X with Y then Pu+ the result in Z)

Comparison

- Set Z to 1 iF X is EQUAL to Y, otherwise set Z to O

- Set Z to 1 iF X is GREATER THAN OR EQUAL +o Y, otherwise set Z to O
Control

- Skip the next INSTRUCTION iF Z is EQUAL to O

08/30/2.017 Comp 4l - Fall 2017 14



=N
ANATOMY OF AN TNSTRUCTION L]

—

Nearly all instructions can be made to Fit a common template

What to do: OPCODE DESTINATION, OPERAND1 , OPERAND2
ADD // \ Where to put \ / Who to apply
SuUB the result t+h tion to...
ap 3/ ® mblzs?p:::s;z:ts? etc. .

OR
MOV
BNE

lssues remainina
- Which operations to include?
- Where to get variaobles and constants?

- Where 1o store the results?

08/30/2017 Comp 41 - Fall 2017 5



MEeEmMORY CONCEPTS

Memory is divided into 'addressable"
uhits, each with an address (ke an
array with indices)

Addressadble units are usually larger
than a bit, typically 8, 16, 32, or G4
bits
Each address has variable ‘contents'
Memory contents might be:

Ir\+eﬁer9 in 2's complement

Floats in IEEE format

Strings in ASCIl or Unicode

Data structure de jour

ADDRESSES

Nothing distinguishes the dif-fFerence

08/30/2017 Comp 41 - Fall 2017

Address Contents
0 42
1 3.141592
2 “‘Lee ©
3 “‘Hart”
4 “Bud “
5 “Levi”
6 “le *
7 2
8 O0xe3a00000
9 Oxe3a0100a
10 Oxe0800001
11 0xe2511001
12 Ox1afffffc
13 Oxeafffffe
14 0x00004020
15 0x20090001




ONE MORE THING

INSTRUCTIONS for the CPU are
stored in memory along with data

CrPU Fetches instructions, decodes
them and then performs their implied
operaﬁon

Mechanism inside the CPU directs which
instruction to aeJr next.

They appear in memory as a string of
bits that are +ypically uniForm in size
Their encoding os 'bits" is called
'machine language." ex: Oc3cld7HFF

We assign 'mnemonics’ to particular
bit patterns to indicate meanings.
These mnemonics are called

Ac:-c:-embly language. ex: mov r1, #10

08/30/2017 Comp 41 - Fall 2017

Address Contents
0 42
1 3.141592
2 “‘Lee ©
3 “‘Hart”
4 “Bud “
5 “Levi”
6 “le *
7 2
8 mov r0, #0
9 mov r1, #10
10 add r0, r0, r1
11 subs r1, r1, #1
12 bne .-2
13 b.
14 0x00004020
15 0x20090001




A BIT oF HisTorY

There is a commonly recurtring debate over whether
‘data" and 'instructions' should be mixed. Leads to two
commohn Favors of computer architectures

‘Harvard' Architecture

Program
cru o« T
/0 <«  (Central
(Input/Output) Processing |, Data
Unit) Memory
"Yon Neumann' Architecture
CPU N
/0 <« (Central _  Unified
(Input/Output) Processing Memory
Unit)

08/30/2-07 Comp 41 - Fall 2017 18



HARVARD ARCHITECTURE

Instructions and dota do not/should not interact.
They can have difFerent "word sizes' and exist
in dirferent 'address spaces'

- : Howard Aiken:
Advantages ot
- No selt-moditying code (a common hacker trick) Harvard Mark 1

- Optimize word—lengﬂ-‘«; of instructions for control and data For applications

- Higher Throughput (ie. you can Letch data and instructions £rom their
memovries simuHaneously)

- Disadvan’mges:
- The H/W de«;iﬁner decides the trade-offF between how big of a program and
how large are data

- Hard to write ‘Native" programs that aeneraJre new progroms
(ie. assemblers, compilers, etc.)

- Hard to write "Operaﬁna Sy9+em9" which are progroms that at various points
treat other programs as data (ie. loading them From disk into memory,
swapping out processes that are idie)
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Von NEVMANN ARCHITECTURE

Instructions are Jus’r a +ype of data that

Ghare a Common “WOFd 9'28 ' aﬂd “addregg John Von Neumann:
. Proponent of unified
S Pace“ \Y,Y |+h O+her +Y Peg memory architecture

- Most common model used +oday, and what we assume in 4
- Aalvan+a3e9:
. S/W desigﬂer decides how to allocate memory between data and programs
- Can write programs to create new programs (assemblers and comPiler‘G)
+ Progroms and subroutines can be loaded, relocated and modified by other
progroms (danaer‘ous, but Powerﬁul)
- Disadvan+age9:
- Word size must suit both common data types and instructions

+ Slightly lower PerPormance due to memory bottleneck (mediated in modern
computers on the use of separate progrom and data caches)

- We need to be very careful when +readina on memory. Folks have taken
aalvarH'aﬂe of the Pr'oar'am—olaJra uhification to introduce viruses.
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COMPVTER SYSTEMS

At what level of adbstraction can we understand a computer?
Compuﬂnﬁ?

mmmmmmmmm
Data

Register

Transistors —||f| —‘ﬂfl

08/30/2-07 Comp 41 - Fall 2017
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NEXT TIME

e We examine an instruction set in alePJrh
O Assemloly Ian@uaae
o Machine languaae
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