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2 bits, 4 bits, G bits a bytel

e Representing Inkormation
as bits

e Number Representations

e Other bits
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WHAT IS "TNFORMATION"? 1L

|n‘porrna+|0n, N. KnOW‘edae "6 Problem sets,
communicated or received concerting a l Z/fesfs, and a finall”
/

particular fact or circumstance.
\
Tarheels won! ‘ . . . . .j
ng

Are we talkil
football or
basketball? A Computer Scientist's deFinition:
‘ ‘ Information resolves uncertainty.

InFormation is simply that which
cannot be predicted The less likely a
message is, the more inFormation it
conveys.

08/25/2017 ComP 4 - Fal 2017 2



=N
QUANTIEYING TNEORMATION L]

(Claude Shannon, 194-8) ——

Suppose you're faoced with N equally probable choices, and
| give you a Fact that narrows it down to M choices. Then
you've been ﬁivenz

Information is measured

lOﬂz(N/ M) bﬂ-g O.P ||1.Por-rm+|on in bits (binary digits) =

number of 0/1's required
to encode choice(s)

\
9

Examp\esz
e Outcome ofF a coin qCIiP: loa 2(Z/D = | bit

e The roll ol one die? log (/) = ~2.6 bits
® Someone tels you that their 7—di@i+
phone number is a palindrome?
log,(I07/10%) = “9.9CC bits
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ANOTHER EXAMPLE;: SUM OF & DICE

log,(36/) = 5170 bits
Iogz(%/z) = 4170 bits
‘091(%/3) = 3585 bits
Iogz(%/zr) = 3170 bits
|oa7_(36/'5) = 2848 bits
log,(36/G) = 2585 bits
logz(%/s) = 2848 bits
|Oaz(%/4') = 3170 bits
log (3G/3) = 3585 bits
= log, 3G/2) = 4170 bits
|oa7_(36/|) = 5170 bits

2 (-]
3 LUED

R il gl Gl
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9

O

\

The average inPormaJrion Provideal Iay the sum of 2 dice is: 3274

lave = 2 A_AL|092(N) = ZP; |092(P:)

The average m?orma’rlon ofF a process is called its En+ropy.
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SHOW ME THE BITS!

® Is there a concrete ENCODING that achieves its infFormation
content?

o Coan the sum of two dice REALLY
be represented using 3274 bits?

o I so how?

o The fact is, the average
inFormation content is a strict
lower-bound on how small of a

represetitation that we can achieve. T
® In Pr‘acﬁce, it is difficult o reach ez
this bound. But, we can come very close. Q_f
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VARIABLE-LENGTH ENCODING L]

—

e OF course we can use diPPerir\a numbers of 'bits' to represent
eoch item of data
e This is particularly usefdl i al items are not equally likely
e Equally likely items lead to Fixed length encodinﬂsz
o Ex Encode a "Parﬁcular" rol of 52
o {14)(2,3)(32)(4.)} which are equally likely i we use fair dice
4 4
Entropy = Y. p(rolliiroll = 5)log, (p(rolllroll = 5)) = )" %logz(%) =2
i=1 i=1
o 00 =04) 0=1(23)10=(32)1=1(4)

® Back to the oriainal Problem Lets use this encoclina-.

2 = 1001 3 = OO0l 4 = Ol 5 = 00l
G =1 7 = 101 8 =10 92 = 000
IO = 1000 I = OO0 2 = 10010
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VARIABLE-LENGTH DECODING L]

2 = 10011 3 = 0101 4 = 011 5 = 001
6 = 111 7 =101 8 =110 9 = 000
10 = 1000 11 = 0100 12 = 10010

e Notice how unlikely rolls are encoded using - <.
more bits, whereas Iikely rolls use Fewer bits * s . M
e Lets use our encoding to decode the -Pollowing bit sequence

2 B 3 6 &5 8 3
1001100101011110011 100101

e Where did this code come From?
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e\
HvremMan CObING rl:n

—

A simple 3r'eedy alaorﬁhm For aPProximaﬁna a minimum encodina

Find the 2 items with the smallest probabilities

2. Join them into a new *metax item with Probabilﬁy of their sum
3. Remove the two items and insert the new meta item
4. Repeat From step | until there is only one item

a b 36/36

T

‘2A 5 4/36 4 5/36 7 8 6

4/36 3/36 6/36 5/36 5/36
4 3
2/36 i’_soa( i
LEBOCE
1/36 1/36
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CONVERTING A TREE TO AN EncodNG |||

Once the *treet is constructed, label its edges consis'l'enﬂy and Follow the
paths From the largest *metat item to each of the real items to Find the
encodinﬁ.

2=10011 3=0101 4 =011 5 =001 6=111 7-=101
8 = 110 9 =000 10=1000 11=0100 12 =10010

™ Huffman decoding
0 1
tree
0 15/36 \l 0 21/36 1
e 7/36 11/36 16756
0 1 0 1 0 1 0 1
9 5 4/36 4 5/36 7 8 6
4/36 4/36 i 3/36 0 1 6/36 5/36 5/36
11
2/36 226 !’,2 0 G 1
12 2

1/36 1/36

08/25/2017 Comp 4l - Fall 2017 9



CODING EFFICIENCY

How does this code compare to the information content?

2 3 4 5 6 5 4 3 ) 1
b, = 5 sy, (P Ol - ¢ P - S Bl - (6 M - O i - W OLAE Al [ Ti, U E
we T 36 +36 +36 +36 +36 +36 +36 +36 +36 +36 +36

bave = 3.306

Pretty close. Recall that the lower bound was 3274 bits.

However, an efficient encoolina (as defined by having an average code size
close to the information content) is not always what we want!

Sometimes a uniform code is easier to deal with.

Sometimes redur\dar\cy is a aoocl thing
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ENCODING CONSIDERATIONS L[]

® Encoding schemes that attempt to match the inFormation content of a
data stream remove redundancy. They are data compression techniques.

® Mdke the information easier to manipulate (Fixed-sized encodings)

e However, sometimes our ﬁoal in encodinﬂ inFormation is increase
redundancy, rather than remove it. Why?

¢ Adding redundancy can make data resiient to noise (error detecting and
correcting codes)

-Data redundancy

. enables us to store
00 —{}- > -Data compression allows us to

: that *same® §
& store our entire music and video information
collections in a pocketable device *reliably*® on
\ J a hard drive
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TNFORMATION ENCODING STANDARDS |||

e ‘Encoding' is the process ok assigning representations
to infFormation

e Choosing an appropriate and elfFicient encoding is an
engineering challenge (and an art)

® Impacts design at mony levels

o Mechanism (devices, # of components used)
O EPPiciehcy (# bits used)
o Reliobility (tolerate noise)
o Security (encryption)
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FIXED-SI2E CODES

[l

I all choices are equally likely (or we have ho reason to exPec+ otherwise),

then a Fixed-size code is often used. Such a code should use at least enough

bits to represent the information content.

ex. Decimal digits 10 = {012,3,4,5,6,7,69}
4-bit BCD (Ioinary coded decimal)

\OﬂZ(IO/I) = 3322 < 4 bits

ex "84 English characters = Az (20), oz (20), 0-9 (10),

punctuation (8), math (9),
financial (5))

BCD
0 - 0000
1 - 0001
2 - 0010
3 - 0011
4 - 0100
5 - 0101
6 - 0110
7 - 0111
8 - 1000
9 - 1001

7-bit ASCIl (American Standard Code For information In’rerchanae)

‘092(84/0 = 0392 < 7 bits

08/25 /2017
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ASCII

0000 | 0001 | 0010 | 0011 | 0100 | 0101 | 0110 | 0111 | 1000 | 1001 | 1010 | 1011 | 1100 | 1101 | 1110 | 1111

000 (| NUL | SOH STX ETX EOT | ACK | ENQ BEL BS HT LF VT FF CR SO SI
001 (| DLE DC1 DC2 DC3 DC4 | NAK | SYN ETB CAN EM SUB ESC FS GS RS uUsS
010 1 " # $ % & ' ( ) * + ’ - . /
011 0 1 2 3 4 5 6 7 8 9 : ; < = > ?
100 @ A B C D E F G H I J K L M N (o]
101| P Q R s T u v w X Y z [ \ 1 A _
110 a b c d e f g h i j k I m n o
111 P q r 3 t u v w X Y z { | } ~ DEL
® For letters upper and lower case differ in the Gth 'shilt" bit

IOXXXXX is upper, and IXXXXX is lower
° Special ‘control' characters set upper +two bits to 00

ex cntlg — bel, cnt-m — carriage return, cnt-L — esc
® This is why bytes have 8-bits (AsCIl + optional Parier) Historically, there

were computers built with G&-bit onJres, which required a special "shilft
character to set caose.
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VNICODE ﬁ?ﬁ

—

e ASCIl is biased towards western languages. English in particular
® There are, in fact, many more than 256 characters in common
use:
o o R AeY £l E HRILXS
® Unicode is a worldwide stondard that supports dll languages,
special characters, classic, extinct, and arcane.
® Several encoding variants 16-bit (UTF-8)
® Variable length (as determined by First byte)

ASCII equiv range: [0]x|x|x|x|x|x|x
Lower 11-bits of 16-bit Unicode |1|10lylylylylx| |1[0x|x]x|x|x|x
16-bit Unicode |1|1|10|z|z|z|z| [110]zlylylylylx| [110]x|x|x|x|x|x
1/1]1|10wwiw| [10wiwlz|z|z|z| [110]zlylylylyix| [110]x]x|x|x|x|x
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ENCODING POSITIVE INTEGERS

bit is asc;ianed a weight. Ordered fFrom right to left these weights are

increasing powers of 2. The value of an n-bit number encoded in this fashion

is given by the Po\lowing Formula:

=
P
—
e —
I7 13
|
:_!“‘ﬂi
| H J_al [+ ]
s:ar,?__:' il
p —

I+ is c3+r‘aialn+£orwaro| to encode positive integers as a sequence of bits. Each

n—1 211 210 29 28 27 26 25 24 23 22 21
v=Y 2'b oftfafasfe]2]1]o0 ofof:
=0

. 20 = 1

+ 2°= 32

- & § +  20= 64

1, + 27= 128

MB ¢ 28 256

” + 29z 512

+ 210:= 1024

2016
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FAVORITE BITS

® You are going to have to get occustomed to workina in lainary.

[l

Speciﬁicany For Comp 41, but it wil be he\PPul thiroughout your career as

a comPquer‘ scientist.
e Here are some helPPul auiclec;:
I Memorize the First 10 powers of 2

20=1 21 = 2 22= 4 23=8
25=32  26=64  27:=128 28=256

2. Memorize the PrePixes For powers of 2 that are multiples of 10

210 = Kilo (1024) 240 = Tera (1024%)
220 = Mega (1024*1024) 250 = Petq (10245)
230 = Giga (1024*1024*1024)  2%° = Exa (1024°)

08/25/2017 ComP 41 - Fall 2017
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p—_ %
TRICKS WITH BITS 1]

—

o The first Jrlnil’l@ that you’\\ do a lot of is cluster groups of
conﬁauous bits.

® Using the binary powers that are multiples of 10 we can do the

most basic c\u9+er'ina.

l. When you convert a Ioinary humber to decimal, First break it down

From the right into clusters of 10 bits.
2. Then compute the value of the leftmost remaining bits (1)
3. Find the appropriate prefix (GigA)
4. Often this is sufbFicient (might need to round up)

010001100000P001100000POOOIOI000

A "6]30" something or other
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OTHER HELPRUL CLUSTERINGS L]

—

Oftentimes we will kind it convenient to cluster groups of bits
together For a more compact written representation Clustering by 3
bits is called Octal and it is often indicated with a leading zero, O
Octal is hot that common +oday.

21121C 29 23 27 26 25 24 23 22 21 20

n-1
v=Y8'd, O[1]1[1]1]1/0]1/0/00j0] = 2000,
i=0 ——
03720 z 7 2 o)
Seems natural Octal - base 8
000 - 0 0
AL, 001 - 1 0*81 - 0
) \;F)\}g 010 - 2 +2*8' = 16
X J 011 -3 + 7*82 = 448
N\ ears i Ii(())?:; + 3*8° = 1536
110 - 6 2000,,
11-7
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e\
ONE MORE CLVSTERING ITITI

—

Clusters of 4 bits are used most ?requer\ﬂy. This representation is
called hexadecimal The hexadecimal digits include 0-9, and A-F, and each
diaiJr position represents a power of IG. Commonly indicated with a
\806“!’\6 'OX"

21121C 29 28 27 26 25 24 23 22 21 20

v=S16'4, o[1[1]1]1]1]o[1]olololo] =2000,,
= \ A A J
0x7d0 - 4 0

Hexadecimal - base 16

0000 -0 1000 - 8 A0
0001-1 1001-9 o"e" = 0
0010-2 1010-a +13"6' = 208
0011-3 1011-b 2
0100-4 1100 - ¢ +7M6° =_1792

J > 0101-5 1101-d 2000,,

0110-6 1110-e
o11-7 111-f
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SUMMARY AND NEXT TIME

e InFormation is al about bits, EnJrr'oPy

® Using bits to encode things
- EFkFicient varioble-length encodings
o Redundancy

e Next: more about encoclina numbers
o 5ianed Numbers (there is a choice)
o Non-integers (Fractions and Fixed-point)
o Floating point numbers

° Ehcoclina other things..
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